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ABSTRACT 
People with Locked-in syndrome (LIS) sufer from complete loss 
of voluntary motor functions for speech or hand-writing. They are 
mentally intact, retaining only the control of vertical eye move-
ments and blinking. In this work, we present a one-dimensional 
typing interface controlled exclusively by vertical eye movements 
and dwell-time for them to communicate at will. Hidden Markov 
Model and Bigram Models are used as auto-completion on both 
word and sentence level. We conducted two preliminary user stud-
ies on non-disabled users. The typing interface achieved 3.75 WPM 
without prediction and 11.36 WPM with prediction. 
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1 INTRODUCTION 
Locked-in syndrome (LIS) is a severe paralysis that results in pa-
tients’ loss of voluntary motor functions to communicate via speech 
or hand-writing while mentally intact [1]. It is common for them to 
retain voluntary vertical eye movements, providing interaction pos-
sibilities [1, 13]. Existing augmentative and alternative communica-
tion (AAC) include: 1) Communication board requiring caregivers to 
iterate through alphabets for the user to indicate confrmation with 
a yes/no blink, which is slow [13]; 2) Brain-computer interfaces that 
leverage the electroencephalogram (EEG) signals, which can also be 
slow (under 10 characters per minute [12]) and requires expensive 
setup [2, 3, 10]; 3) Eye tracking entry that utilizes user’s gaze to 
control cursor on a keyboard and a confrm protocol to input (e.g., 
EyeBoard [11], GazeTalk [4], and EyeSwipe [6]), however they all 
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require two-dimensional gaze motion, which is impossible for some 
people with LIS. One solution is to design one-dimensional key-
board layout, which has been explored on tablets [7], smart glasses 
[14] and force sensitive touchscreens [16] via touch. In this work, 
we present the implementation of one-dimensional interface that 
relies solely on vertical eye movements and dwelling. We iteratively 
designed the interface with the goal of achieving highest word per 
minute (WPM) (the characters typed per second converted to WPM 
by defning a typical English word length as fve characters long); 
lowest character selection error rate (percentage of erroneous letter 
input); and lowest word selection error rate (the rate of incorrect 
or unintended word selection). 

Figure 1: Typing Interface: 1) A Tape with 26 English letters 
can be moved by gazing upwards and downwards; 2) The 
user dwells on the three-letter wide cursor to enter letters. 
The boarder outline builds up in green; 3) Previously entered 
letters move left; 4) Previously entered word is in white, and 
candidate words from language models are in gray; 5) User 
can move the tape down to select from candidate words; 6) 
The complete sentence is built on the top-right; 7) Delete, 
clear and pause buttons are located on either end of the tape. 

2 INTERACTION DESIGN 
Figure 1 shows the interface of our proposed technique. A rectangu-
lar gray cursor is fxed to the center of the screen which highlights 
the selected letters in bold and the selected buttons with enlarged 
icons, and the user controls the tape’s movement instead of the 
cursor’s movement, so that the keyboard only requires minimal 
range of eye movement and moves in a more controllable speed. 

Users move their eyes upwards or downwards to scroll through 
the tape and dwell upon their intended character or button covered 
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by the cursor to confrm an input. A green outline builds from 
the middle of the cursor to indicate dwelling is registered. Once 
selected, the letters move left to provide input history as reference, 
and a list of candidate words deduced from selected letters is shown 
on the right to present possible inputs. To select a word from that 
list, the user scrolls down to the candidate word selection buttons 
and dwell to confrm. All of the users’ input words are stringed into 
sentence and displayed on the top-right corner of the screen for 
caregivers or other people to read. 

We iteratively designed the typing interface. First, we designed 
the cursor to select multiple letters at the same time, requiring 
less gaze precision. To realize this, we devised a descrambler that 
takes all possible permutations of a given multi-letter series, and 
match them against the top ten thousand results from the American 
National Corpus [5] with possessives, acronyms, onomatopoeias, 
apostrophes removed, and return the top matches as candidates. 

Second, we ran simulations to evaluate the percentage of in-
tended word missing from candidates under three factors: 1) dwell-
free (SWYPE keyboard) and dwell-based selection; 2) diferent 
widths of the multi-letter cursor (2, 3); 3) diferent number of can-
didates (1, 5, 10). Based on that result, we adopted a dwell-based, 
3-letter design with 5 candidates. 

Third, we utilized prediction models to reduce number of letter 
selection per word entry. On a word level, we implemented a Hid-
den Markov Model (HMM) to auto-complete user’s letter entry by 
evaluating the selected letters against the model. It was trained on 
the top ten-thousand words corpus plus words from the evaluation 
set (MacKenzie and Soukoref’s phrase set [8]). On a sentence level, 
we applied a Bigram Model to predict user’s possible next words 
by computing the posterior probability of every word in the corpus 
given the user’s most recent word input [15]. 

Finally, eye tracking uses a Tobii Eye Tracker 5 mounted at the 
bottom of a laptop screen. Users complete a three-point calibration 
(up, middle, down) prior to frst time using. 

3 PILOT STUDY: PARAMETER DISCOVERY 
We frst conducted a pilot study on 8 non-disabled participants (4 
male, 4 female, average age 28.4) to validate the keyboard UI and 
determine dwell-time (500 ms, 750 ms, 1000 ms based on [9]) and 
keyboard scrolling speed (20, 30, 40 letter-movement per second 
(LPS)) and test the efect of prediction algorithm on entry speed. 

Participants were tasked to complete 9 blocks of 2 sentences 
where dwell and speed setting combinations were evaluated in ran-
dom. All sentences were randomly selected from the MacKenzie and 
Soukoref’s phrase set, and were read out loud to the participants. 
They were given a short tutorial and up to 2 minutes of practice 
before the experiment, and a 1-minute break between blocks. 

Results showed that the short dwell-time (500 ms) medium speed 
(30 LPS) combination yielded the highest average speed of 4.07 
WPM. 5/8 participants performed best under this combination. 

4 EVALUATION ON NON-DISABLED 
PARTICIPANTS 

We then conducted preliminary evaluation on 9 recruited non-
disabled participants (6 male, 3 female, average age 24.8) to evaluate 

and compare user performance and preferences with prediction 
absent and present. 

Participants were tasked to input 4 blocks of 5 sentences using 
the short dwell-time and medium speed setting, alternating between 
prediction on and of. The sentences came from the same phrase 
set, and participants were given the same tutorial and rest as in 
pilot study. A seven-point survey was given between each block 
to collect user preferences. Users were allowed to revise the scores 
between blocks. 

Participants achieved 3.75 WPM without prediction, and 11.36 
WPM with prediction, gaining a 202.9% increase. One-way ANOVA 
yields statistical signifcance (F1,89 = 97.71, p < .001). This result 
supports the keyboard design as a viable text-entry method. 

The character selection error rate also had signifcant diference 
between prediction disabled (3.22%) and enabled (1.26%) (F1,17 = 
12.07, p < .005). As we observed during the study, this was likely 
due to users needed to enter signifcantly more characters with 
prediction disabled, and produced more errors as their eyes become 
more fatigued. In contrast, the word selection error rate had no 
signifcant diference between prediction disabled (0.812%) and 
enabled (0.808%) (F1,17 = 2.90, p = .11). 
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Figure 2: Survey scores with and without prediction 

Figure 2 shows the seven-point survey results when prediction is 
disabled and enabled. Lower scores for fatigue, eforts, and frustra-
tion (frst four questions) are good, while high scores for feelings, 
satisfactions and performance (last three questions) are good. A 
Wilcoxon Signed Rank test found that all but mental and physical ef-
forts exhibited statistical signifcance. Prediction enabled keyboard 
showed signifcantly better scores with lower eye fatigue, lower 
frustration and higher feeling of success, feeling of satisfaction with 
speed and overall performance. 

5 DISCUSSION AND FUTURE WORK 
We successfully demonstrated the feasibility of a one-dimensional 
gaze keyboard on non-disabled participants, and achieved input 
speed that has surpassed some two-dimensional gaze keyboards 
[4, 11]. In the future, we plan to conduct user studies with locked-in 
patients and their caregivers to confrm usability. There are also 
opportunities in exploring diferent interface modifcations such 
as changing the order of A to Z to frequency-based, and using 
other language models or taking users’ own corpus with phrases 
including common caring needs and the names of family members 
and medications to further enhance input efciency. 
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